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Simulating the vibrational quantum 
dynamics of molecules using photonics
chris Sparrow1,2, enrique Martín-lópez3, Nicola Maraviglia1, Alex Neville1, christopher Harrold1, Jacques carolan4, 
 Yogesh N. Joglekar5, toshikazu Hashimoto6, Nobuyuki Matsuda7, Jeremy l. O’Brien1, David P. tew8 & Anthony laing1*

Advances in control techniques for vibrational quantum states in molecules present new challenges for modelling such 
systems, which could be amenable to quantum simulation methods. Here, by exploiting a natural mapping between 
vibrations in molecules and photons in waveguides, we demonstrate a reprogrammable photonic chip as a versatile 
simulation platform for a range of quantum dynamic behaviour in different molecules. We begin by simulating the time 
evolution of vibrational excitations in the harmonic approximation for several four-atom molecules, including H2CS, 
SO3, HNCO, HFHF, N4 and P4. We then simulate coherent and dephased energy transport in the simplest model of the 
peptide bond in proteins—N-methylacetamide—and simulate thermal relaxation and the effect of anharmonicities in 
H2O. Finally, we use multi-photon statistics with a feedback control algorithm to iteratively identify quantum states that 
increase a particular dissociation pathway of NH3. These methods point to powerful new simulation tools for molecular 
quantum dynamics and the field of femtochemistry.

Early electronic computers exploited analogies with acoustic, thermal 
or mechanical phenomena, such as capacitance for spring stiffness, 
to simulate a range of practically relevant physical systems. Whereas 
modern digital simulations have become versatile foundational tools 
in science and engineering, all classical computers are fundamentally 
inefficient at tackling exponentially complex microscopic behaviour 
such as the quantum dynamics of molecules1,2. A proposed solution 
is to engineer quantum mechanical components into devices that are 
then inherently capable of simulating quantum systems3–6. Here, we 
demonstrate how integrated quantum photonics can be used to develop 
simulation methods for molecular quantum dynamics, by building on 
the analogies between optical modes in waveguides and vibrational 
modes in molecules and between single photons and quantized vibra-
tional excitations.

Advances in the control of ultrafast molecular dynamics have 
revealed the importance of quantum interference among vibrational 
modes in behaviour such as bond-selective chemistry2. In applying 
optimal control theory to a harmonic model of chained atoms7, it has 
been shown in principle how a control field could drive the dynamics of 
quantum interference between vibrational modes8 to excite local bonds. 
However, laboratory demonstrations of selective bond dissociation 
required adaptive feedback control to put the principles into practice9. 
Further control over vibrational wavepackets has enabled selective dis-
sociation governed by a single quantum of vibrational energy10, manip-
ulation of individual molecules at ambient conditions11, preparations of 
coherent superpositions on sub-femtosecond timescales12, and single 
vibrational states of ultracold molecules13. Molecular dynamics are now 
observable on their ultrafast intrinsic timescale14.

The prospect of more sophisticated control with quantum states of 
light and for larger molecules increases the challenge of simulating 
dynamic behaviour. Light–matter interaction with squeezed states has 
been demonstrated experimentally in several contexts (see, for exam-
ple, ref. 15); enhanced spectroscopy and the control of molecules with 

multi-mode, multi-photon states has been shown theoretically (see, 
for example, ref. 16), with techniques for pulse shaping of quantum 
states of light also demonstrated (see, for example, ref. 17). Evolving 
a multi-excitation state across many vibrational modes is computa-
tionally inefficient even for the basic model in which normal modes 
are described as independent quantum harmonic oscillators. Owing to 
their bosonic nature, the probability amplitudes for input–output tran-
sitions among the modes are determined by matrix permanents, the 
calculation of which is generally extremely complex18. More detailed 
molecular models, for example, with anharmonic corrections to the 
potentials, are also likely to be computationally complex.

Quantum algorithms for the efficient simulation of Hamiltonian 
dynamics4,19 have been a strong motivator for digital quantum com-
puters, such as those that use trapped ions20. Promising digital algo-
rithms for simulating reaction dynamics21 and obtaining thermal 
rate constants22 have been presented that harness the exponential  
quantum speed-up. Yet, achieving fault tolerance23 and the high  
logical-gate counts24 that enable these applications is extremely challeng-
ing. Ansatz-based methods, such as the variational approach for solv-
ing the eigenvalue problem25, have reduced demands, as demonstrated 
recently with superconducting qubits26, but the difficulties associated 
with applying such an approach to Hamiltonian dynamics have yet to 
be overcome. Analogue quantum simulations6, in which a quantum 
system of interest can be mapped directly onto a quantum technological 
platform, may enable practical advantages in the nearer-term.

Progress in photonic quantum technologies over the past decade 
has seen the introduction of on-chip processing of photonic quantum 
information27–29, full reprogrammability for linear optical circuitry30, 
and the integration of photon generation31,32 and detection33. Solid-
state single-photon sources34 and high-efficiency detectors35 have 
recently been demonstrated as a solution to achieving large numbers 
of photons. Ultimately, basic methods to correct for photon loss are 
likely to be required before photonic quantum simulations outperform 
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classical algorithms36, but the demands on error correction for special-
ized quantum simulators could be much lower than those for universal 
digital quantum simulators37. Here, our focus is on establishing pro-
grammable linear optical circuitry as a core capability for simulating 
the vibrational dynamics of the atoms within molecules.

Simulation procedure
Diagonalizing the Hessian matrix of a molecule in mass-weighted coor-
dinates provides its vibrational spectrum and normal modes, which 
define a Hamiltonian of independent quantum harmonic oscillators:

∑ ω=H ħ a aˆ
i

i i i
†

where ħ is the reduced Planck constant, ωi is the angular frequency of 
the ith mode, and ai

† and ai are the bosonic creation and annihilation 
operators of the ith mode. The spatial localization of vibrational energy 
is important for understanding many molecular phenomena, such as 
energy transport and dissociation. We therefore consider a basis trans-
formation

∑→a U ai
k

ki k
† L †

where UL is a unitary matrix, to a set of modes localized around a single 
atomic site or chemical bond. Dynamics in the localized basis can then 
be simulated via the model Hamiltonian

∑=H H a aˆ
k j

kj k jL
,

L †

where

∑ ω=H ħ U Ukj
i

i ki ji
L L L

and the overbar denotes complex conjugation.
This general model can be simulated directly for m vibrational modes 

of any given molecule with a linear optical chip that can be pro-
grammed to implement any unitary operation over m modes. 
Reconfiguring such a device to implement the unitary transfer matrix 
U(ti) = exp(−iHLti/ħ) for a series of time steps {ti} enables simulation 
of the Hamiltonian ĤL on any initial multi-mode vibrational state via 
its mapping to a multi-mode optical input state. Here, we use a  
silica-on-silicon integrated photonic chip that is fully programmable 
over six waveguides via 30 thermo-optic phase shifters30 to perform 
molecular simulations of up to six-mode vibrational systems. We  
simulate initial states of up to four vibrational quanta, with states of up 
to four single photons, produced from spontaneous parametric down-
conversion sources. Photons are detected with single-photon counting 
modules. The number and pattern of photons collected at the output 
of the optical modes for each circuit configuration are governed by the 
probabilities for the molecule to be found in the corresponding vibra-
tional states at the corresponding time step.

Vibrational dynamics of four-atom molecules
Thioformaldehyde (H2CS), a key molecule for spectroscopic experi-
ments, is shown in Fig. 1a with its normal-mode spectrum. The six 
localized vibrational modes of H2CS comprise two CH stretch modes, 
two CH bend modes, a CS stretch mode and a wagging mode, which 
are mapped to our photonic chip from the normal-mode basis, as 
depicted conceptually in Fig. 1b. We initialized the simulation for the 
state ⟩ ⟩ ⟩μ μ μ| ∝ | + |1 , 1 2 , 2CHs1 CHs2

2
CHs1 CHs2  (with small squeezing 

parameter μ), which consists of multiple excitations superposed over 
the two CH stretch modes (‘CHs1’ and ‘CHs2’), by injecting the two-
mode squeezed vacuum state that was produced by the spontaneous 
parametric downconversion source, into the two waveguides that cor-
respond to the CH stretch modes. Photons were collected over a series 
of circuit configurations that correspond to time steps of the H2CS 

local-basis Hamiltonian. In Fig. 1c we display the experimentally sim-
ulated evolution of the probabilities for excitations to be found in only 
the CH stretch modes, in only the CH bend modes and shared between 
these stretch and bend modes, for the two-excitation (upper panel) and 
four-excitation subspace (lower panel).

Dynamics in the two-excitation subspace involve both excitations 
oscillating between stretch and bend modes via the intermediate state 
in which one excitation is in each of the subspaces. The L1 distance

∑= | − |D p q p q( , ) 1
2 i

i i

between the results for an experimentally simulated time step (p) and 
the ideal distribution (q) is averaged over all time steps to give 
¯ = . ± .D 0 06 0 03 . In the four-excitation subspace, in which both of  
the stretch modes are initially doubly occupied, the experimentally 
simulated evolutions of probabilities for both stretch modes to remain 
doubly occupied, for both bend modes to become doubly occupied, 
and for combinations of one doubly occupied stretch mode and  
one doubly occupied bend mode are shown. The apparent damping of 
the oscillatory behaviour between these probabilities is attributable to 
the combinatorially growing space of multiple excitations available to 
the evolving state. The distance between the experimentally simulated 
and ideal evolutions for the full four-photon distributions, averaged 
over all time steps, is ¯ = . ± .D 0 16 0 07. The full distributions for these 
and all subsequent experiments are provided in Supplementary 
Information.

Because time is a programmable parameter in our simulator, we are 
able to study molecular vibrations whose evolution involves different 
timescales, such as the local CH stretch mode in H2CS, which is a 
superposition of normal modes with lower and higher frequencies. The 
probability for a single excitation to remain localized in a CH stretch 
mode was simulated on two timescales that differ by an order of mag-
nitude. Heralded single photons were injected into the mode that cor-
responds to a local CH stretch. The circuit was programmed to 
implement sets of unitary transformations that correspond to a short 
(30 fs) high-resolution window and that correspond to a longer (300 fs) 
low-resolution window, the behaviour of which can be observed by 
averaging over the high-resolution windows. In Fig. 1d we display data 
for these simulations, which exhibit both higher- and lower-frequency 
oscillations. Averaging over both evolutions gives a mean distance of 
¯ = . ± .D 0 014 0 006.

Our six-mode simulator can explore the full space of vibrational 
dynamics for a general molecule of up to four atoms, as we demon-
strate for P4, SO3, HNCO, HFHF and N4. In Fig. 1e–i we show the time 
evolution of a single excitation initially prepared in a local stretch 
mode. The change in the occupation probability to a second, spectrally 
overlapped (coupled) local mode is plotted. We observe dynamics with 
varying characteristic times governed by the vibrational spectra of the 
molecules. Owing to its geometry and bonding structure, P4 has the 
longest-period oscillations between opposing stretches, with SO3 
showing similar stretch-mode coupling behaviour on shorter times-
cales. By contrast, HNCO and HFHF display faster dynamics with 
increased mode coupling between hydrogen-bond stretches and 
bends. In Fig. 1i we show the dynamics of both a single excitation and 
two excitations initially prepared in stretch modes of N4. The addi-
tional structure in the vibrational spectrum and the introduction of 
multi-photon quantum interference results in a more complex time 
dependence of the detection probabilities. The average L1 distance over 
all of these experiments is ¯ = . ± .D 0 022 0 007.

Decoherence and energy transfer in NMA
The flow of vibrational energy in molecules is a fundamental process 
for chemical reaction rates and functionality in biomolecules38. The 
vibrational quantum dynamics of a molecule within an environment 
can be described by the interplay of coherent unitary evolution and 
incoherent dephasing that results from random fluctuations of the 
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vibrational frequencies—a process referred to as spectral diffusion. 
N-methylacetamide (NMA) is the simplest molecular model (Fig. 2a) 
of the peptide bond in proteins, where quantum coherence may  
have a role in energy transfer39. In this section, we simulate a model  
for intramolecular energy transport in NMA in the presence of 
dephasing.

We consider a subspace that spans six backbone vibrational  
modes, which support a basis of approximately localized vibrational 
modes, including two rocking modes (curved arrows in Fig. 2)  
and two stretch modes (straight arrows in Fig.  2). Uniform  
dephasing between all modes is achieved by a time-dependent  
statistical averaging over the set of experiments with transfer  
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Fig. 1 | Simulating the vibrational dynamics of four-atom molecules in 
the harmonic approximation. a, Schematic evolution of a localized CH 
stretch mode (diagonal black arrow) in H2CS, with its composition from 
normal modes plotted below. b, The evolution of the normal modes 
( − /iHt ħexp( ˆ )), shown schematically in the center of the top layer, is 
unitarily mapped (UL and UL

†) to a set of local vibrational modes, shown 
schematically at the ends of the top layer. This transformation is then 
mapped to a time-dependent unitary transfer matrix (U(t); middle layer). 
Simulations of photonic states under this evolution are then implemented 
by a reconfigurable photonic chip (bottom layer). c, An initial 
superposition of two and four excitations evolving in the localized stretch 
modes is simulated by injecting a two-mode squeezed vacuum state into 
the corresponding optical modes and collecting photon statistics for the 

sequence of simulated time steps. Top and bottom panels show results for 
the two- and four-excitation subspaces, respectively (see insets).  
d, Simulations on two timescales of the evolving probability for a single 
excitation to remain in a CH stretch mode. Blue squares represent the 
mean probability over a 30-fs window (as per left panel). e–i, The 
simulated evolution of a single excitation in P4 (e), SO3 (g), HNCO (f) and 
HFHF (h) between a local stretch mode (black) and another coupled local 
mode (blue). The local modes are represented diagrammatically alongside 
the spectral intensities of the normal modes involved. For N4 (i), results 
are also shown for the evolution of two excitations. All data are plotted 
together with ideal theoretical curves; error bars displaying 1 s.d. from 
Poissonian statistics are very small.
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matrices = − /U t k U Z k U iH t ħ( , ) ( ) exp( )i iL L
† L , where Z(k) are 

Heisenberg–Weyl matrices (defined in Supplementary Information) 
labelled by k and the average is taken over k at each time step.

Using a single photon, we simulated the probability for a single 
excitation initialized in a local rocking mode at one end of the mole-
cule to be transferred to two localized modes (a rocking mode and a CC 
stretch mode) at the opposite end of the molecule. The experimental 
results shown in Fig. 2b show dynamics that are initially oscillatory, 
with vibrational energy transfer between the rocking modes at either 
end of the molecule via an intermediate CC stretch mode. The increas-
ing effect of the suppression of coherence from dephasing results in 
evolution towards a steady state. Peak probabilities for energy to be 
localized at either end of the molecule are higher under quantum coher-
ent dynamics than under purely ballistic classical dynamics. We used 
a T2 time constant of coherence decay of 0.53 ps, but any time constant 
can be simulated by changing only the post-processing of data.

Simulating multiple excitations allows us to investigate the interplay 
of dephasing and quantum interference for multi-excitation energy 
transport. By injecting one photon into the waveguide that corresponds 
to the rocking mode and another photon into the waveguide that cor-
responds to the CC stretch mode, which are each localized at opposite 
ends of the NMA molecule (black arrows in Fig. 2c), we simulated 
the change in the probability for this state and for the state in which 
both excitations ‘bunch’ in an NH stretch mode (double blue arrows in 
Fig. 2c). The results in Fig. 2c show more complex oscillatory transfer 
between these bunched and anti-bunched states, which again tends 
towards a steady state. However, after full dephasing has occurred, the 
probability for two excitations to be bunched in the NH stretch mode 
is twice as high for excitations that behave as indistinguishable bosonic 
particles than for excitations that behave as distinguishable or classical 
particles (such as two excitations that pass through the molecule at 
different times).

For a given molecule, the probability that no bunching occurs (multi-
ple excitations not localized around the same bond) generally decreases 
as the number of excitations increases40. In Fig. 2d the probability for 
the subspace of no-bunching events is simulated for two and three 

excitations under fully coherent dynamics. The initial state for the 
two-excitation evolution is the same as in the previous example; the 
initial state for the three-excitation evolution comprises an excitation in 
each of the local modes shown in Fig. 2b. The average distances across 
all single-, two- and three-excitation distributions in these examples are 
0.017 ± 0.005, 0.05 ± 0.01 and 0.14 ± 0.07, respectively.

Vibrational relaxation in liquid water
We now consider extensions to the idealized model of uncoupled har-
monic oscillators to account for more realistic situations, including 
energy dissipation and anharmonic potentials. We choose models for 
H2O to demonstrate our techniques.

For a molecule that interacts with its environment, vibrational energy 
is exchanged via intra- and intermolecular coupling to other degrees of 
freedom, eventually leading to thermalization. This process is known 
as vibrational relaxation, and its pathways for H2O remain an area 
of investigation41,42. Here we simulate the relaxation of H2O via an  
amplitude-damping model (Fig. 3a).

We consider a Lindblad master equation, which results in a set of 
time-dependent Kraus operators that can be simulated via an ensem-
ble of transfer matrices. This evolution cannot be described as a con-
vex sum of unitary evolutions as in the previous section; however, the 
transfer matrices can be realized within a unitary matrix of twice the 
size, via unitary dilation43. Because H2O has three vibrational modes, 
its three-dimensional (non-unitary) transfer matrices can be realized 
within a six-dimensional unitary matrix and implemented on our six-
mode chip (Fig. 3b). We used experimentally measured relaxation 
times {Γi} for liquid water at room temperature41 in the model.

We simulated the thermalization of an excitation in a local OH 
stretch mode via the symmetric bend normal mode to its ground state 
of no excitations. In Fig. 3c we show the probability of measuring the 
excitation in the two local stretch modes (left panel) and the symmetric 
bend mode (right panel). Oscillations between the two high-energy 
stretch modes decay as the population is transferred via the lower- 
energy bend mode to the ground state. The average L1 distance in these 
experiments was ¯ = . ± .D 0 024 0 007.
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Fig. 2 | Quantum energy transfer and dephasing in NMA. a, A six-mode 
vibrational subspace of the NMA molecule is considered, with the spectral 
components of three localized modes colour-coded as per the arrows 
in b. b, Experimental simulation results for the probability of a single 
excitation (black points) that is initially in a local rocking mode (black 
arrow) at one end of the molecule and its transfer (blue and grey points) 
to local modes at the opposite end (blue and grey arrows) when subject to 
a dephasing channel with T2 = 0.53 ps. c, Experimental simulation results 
for the evolution of a two-excitation state (black points) that is initially 
in separate local modes (black arrows) and its probability (blue points) 

of being found bunched in the NH stretch mode (blue arrows) under the 
same dephasing channel. Solid lines represent theory. The dashed blue 
line plots a theoretical curve for distinguishable (or classical) excitations 
to be found bunched in the NH stretch mode. d, Experimental simulation 
results for the total probability of measuring a fully anti-bunched state 
of two excitations with the same intial state as for c (black points with 
solid black theory curve) and of measuring a fully anti-bunched state of 
three excitations initialized in the modes shown in b (black points with 
dot-dashed theory curve). All error bars represent 1-s.d. estimates from 
Poissonian statistics.

3 1  M A Y  2 0 1 8  |  V O l  5 5 7  |  N A t U r e  |  6 6 3
© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.



ArticlereSeArcH

Anharmonic potentials in H2O
Potential energy surfaces of real molecules are anharmonic, and we now 
consider simulations in this regime, depicted in Fig. 3d. In addition to 
the second derivative in the Taylor expansion of the potential energy 
surface, as per the harmonic approximation, we now include all third 
derivatives and the semi-diagonal quartic derivatives. Applying vibra-
tional perturbation theory yields a new Hamiltonian:

∑ ω ω= + + +
≤

H H ħ
x

a a a a a a a aˆ ˆ
2

( 2 )
i j

ij
i j i i j j i j i ja

† † † †

where Ĥ  is the harmonic Hamiltonian and xij are the perturbation- 
theory coefficients.

Implementing this Hamiltonian requires interactions between  
photons—a key challenge in quantum information processing. 
Demonstrations of enhanced single-photon interactions have required, 
for example, an artificial Kerr medium using superconducting  
circuits44, fibre coupling a single atom and a microresonator45, or  
coupling to a single quantum dot in a micropillar cavity46. Importantly, 
the interactions that are required to implement perturbative models 
such as Ĥa can be weaker than the fully entangling operations and 
controlled π phase gates that are used for universal quantum comput-
ing, with a potentially lower demand for reprogrammable nonlinear 
optics.

Here, instead, we demonstrate an approach based on measure-
ment-induced nonlinearities, which are in principle scalable for 
all-linear-optical quantum computing but involve a large overhead. It 
is possible to implement a conditional π phase shift on a two-photon 
Fock state using an ancillary photon and additional optical modes47. 
Using newly derived nonlinear phase-shift gates, we are able to imple-
ment arbitrary phase shifts between the zero-, one- and two-photon 
Fock states of an optical mode.

We simulate and compare harmonic and anharmonic models of 
vibration for H2O, restricting to the subspace of stretch modes. Two 
photons injected together into the top mode of the chip serves to sim-
ulate two excitations initialized in a superposition of the eigenstates of 
the harmonic model that correspond to a local OH stretch. As shown 
in Fig. 3e, when simulating the anharmonic model, this input state is 
understood as the same superposition of the new energy eigenstates of 
Ĥa, while a third photon injected into the third optical mode serves as 
the ancillary system.

In Fig. 3f we show the results of simulating the probabilities for these 
two vibrational excitations to remain bunched or to anti-bunch, under 
harmonic (Ĥ) and anharmonic (Ĥa) models. The difference in the 
detection patterns between the two models is a function of their differ-
ent spectra (Fig. 3d). The probability of detecting a single excitation in 
each of the modes (anti-bunched; Fig. 3f, left panel) acquires a simple 
frequency shift for the anharmonic evolution that corresponds to the 

a

b

c

d

Γ1 Γ3

Γ2

e

f

Harmonic

V(R)

R

Anharmonic

H2O

0
0.2
0.4
0.6
0.8

In
te

ns
ity

In
te

ns
ity

In
te

ns
ity

1

Wavenumber (cm–1)

Wavenumber (cm–1)

2,000 3,000

 = ( )

4,000

8,580 cm–1

8,452 cm–1

6,292 cm–1

4,665 cm–1

7,250 7,500 7,750

0.8

0.2

0.4
0.6
0.8

0
0.2

0.4
0.6

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

Time (fs) Time (fs) Time (fs) Time (fs)
0 200 400 600 800 0 200 400 600 800 1,000 0 100 200 300 400 500 5004003002001000

UL
†

ULUL
†

exp(–iHat/")ˆ
ˆ

ULUL
†

P
ro

b
ab

ili
ty

P
ro

b
ab

ili
ty

Ki(t)1,1

•

( Ki(t)3,3
. .

.
Ki(t) = ULMie

– i

UL
Ht

(

†

Fig. 3 | Vibrational relaxation and anharmonic evolution for H2O.  
a, Energy-level diagram for single-excitation harmonic levels and the 
ground state of H2O (right) along with the spectral components of the two 
local OH stretch modes (black and grey) and the symmetric bend normal 
mode (blue) (left). Γ1,2,3 are the characteristic decay rates obtained from 
experiments. b, The open-system dynamics of vibrational relaxation, 
described by the Lindblad equation ρ̇ ρ= L̂( ) where ρ is the vibrational 
state, can be simulated by statistically averaging the evolution under a set 
of linear operators implemented via unitary dilation. The Krauss operators 
in the localized basis, K(t), are dilated into a unitary matrix by increasing 
the dimension (blocked-out parts of the matrix). c, Experimental results 
for the simulated evolution of the probability for a single excitation that is 
initially in one OH stretch mode (black points) to be found in the other 
stretch mode (grey points) and in the symmetric bend (blue points) under 

relaxation dynamics. Solid lines are theoretical curves. d, Spectrum of two 
excitations in bunched (black) and anti-bunched (blue) local stretch 
modes for a harmonic (dashed) and anharmonic (solid) model. e, The 
anharmonic evolution is characterized by anharmonic potentials for single 
oscillators (top inset, where R is the nuclear distance and V(R) is the 
potential energy at R) and cross-mode coupling between oscillators 
(bottom inset). These are implemented via a measurement-induced 
nonlinearity using an ancillary photon and modes. f, Experimental results 
for the simulated evolution of the probability for two excitations that are 
initially bunched in local stretch modes to be found in the anti-bunched 
state (left) and the bunched state (right) under both models (dashed, 
harmonic; solid, anharmonic). All error bars represent 1-s.d. estimates 
from Poissonian statistics.
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adjusted energy levels (Fig. 3d, top panel). By contrast, the probabilities 
for the state to remain doubly occupied display markedly different 
dynamics between the harmonic and anharmonic cases (Fig. 3f, right 
panel). This is a result of the three vibrational eigenstates no longer 
being equally spaced in energy (Fig. 3d, bottom panel), which intro-
duces new frequencies in the evolution. For this set of experiments, the 
average distances between the ideal and experimental distributions for 
the harmonic and anharmonic cases are 0.02 ± 0.01 and 0.06 ± 0.02, 
respectively.

Quantum simulation with adaptive feedback
Adaptive feedback control (AFC) is a practical laboratory technique 
for finding optimal control fields for molecules9. AFC naturally incor-
porates laboratory constraints to design control fields that would 
not be found either analytically or through numerical simulation. 
Nevertheless, models idealized for quantum simulation could help to 
identify new possibilities for molecular control, could enable their com-
parison over a large number of molecules and could include quantum 
control fields.

Our goal is to use our simulator with an adaptive feedback loop from 
its quantum measurement statistics to design initial quantum states 
for a molecule that maximally achieve a particular task over a period 
of evolution. Our example molecule is ammonia (NH3), a prototype 
for studying dissociation, including vibrationally mediated pathways, 
in which the states of its products (NH2 + H) depend on the prior 
vibrational state in the ground electronic state10.

Our model (Fig. 4b) simulates the preparation of a vibrational 
state in the electronic ground state of the molecule. We then obtain 
the vibrational state that results from an electronic excitation by pro-
jecting the vibrational modes of the ground state onto the vibrational 
modes of the excited state. We approximate this projection by a unitary 

transformation between the modes UGE; however, this transformation 
can in general be achieved via single-mode squeezing, displacement 
and linear optical transformations48. The evolution of the vibrational 
state of the electronically excited molecule is simulated under the har-
monic Hamiltonian for the normal modes. By measuring the evolved 
state in a localized basis we identify three local NH stretch modes.

The aim of this simulation, depicted in Fig. 4c, is to let an AFC algo-
rithm find the initial states of two vibrational excitations (in the mole-
cule in the electronic ground state) that result in a maximal total 
probability of bunching in any of the three NH stretch modes (of the 
electronically excited molecule) over the first 10 fs of evolution, which 
we associate with a preferred dissociation pathway, while suppressing 
other bunched events, which we associate with other pathways. The 
algorithm begins with a trial state of two photons that simulates two 
excitations superposed randomly over five of the normal vibrational 
modes. State preparation, which is parameterized by the vector θ, is 
optimized iteratively by programming the simulator to implement 

θ θ= − /U t U iHt ħ U U( , ) exp( ) ( )i iL GE
† , where UGE relates to the trans-

formation between the ground- and excited-state normal modes and 
UL relates to the transformation between the excited-state normal and 
local modes.

An example experimental trial is shown in Fig. 4d. We used a Nelder–
Mead simplex method to minimize the cost function

∑α= − Δ ∈ −C w p [ 1, 1]
i

i i

where Δpi is the difference between the probability of bunching in 
the NH stretch modes and the remaining modes at time step i, wi are 
weighting factors and α is a normalization factor. The final value in 
Fig. 4d is C = −0.771, starting from a random initial state with 
C = +0.337. We repeated this experiment with six random initial states; 

ba

d

Time (fs)

P
ro

b
ab

ili
ty

0.5

0.5

0.5

2 4 6 8 10

AFC

AFC

| e( ,t )

U( )

| g( ,0)

c

Iteration

–C

NH3

Wavenumber (cm–1)
1,000 1,500 2,000 2,500

0
0.1In

te
ns

ity

0.2
0.3
0.4
0.5

Anti-bunchedNH bunch Non-NH bunch
1

0.5

0

–0.5

0 100 200 300 400

exp(–iHt/")ˆ

UGE
†

UL

Fig. 4 | AFC algorithm for a dissociation pathway in NH3. a, The spectral 
decomposition of an NH stretch mode in the electronic excited state of 
NH3. b, A two-excitation vibrational state, parameterized by θ, is 
initialized in the ground-state vibrational modes ∣ ⟩θψ( ( , 0) )g  of NH3. The 
electronic state ( θψ t( , )e ) is excited and the localization of vibrational 
energy is measured over time. These measurements are used to feedback 
to the state preparation to increase energy localization in NH stretch 
modes, promoting a particular dissociation pathway for this molecule  
c, This scenario is simulated via a parameterized unitary for state preparation 
U(θ), a transformation between the ground-state and excited-state modes 

UGE
† , evolution under the excited-state modes ( − /iHt ħexp( ˆ )) and 

measurement in a localized basis via UL. The resulting photon statistics are 
fed back through an AFC algorithm to set θ for the next iteration (after 
calculating the cost function C). d, The left panel displays an example set 
of experimental results that show the full distributions for bunching in the 
NH stretch modes (red), bunching in the remaining three localized modes 
(blue) and detection in anti-bunched patterns (yellow) for five time steps 
at iteration numbers 1 (bottom), 175 (middle) and 399 (top). The right 
panel shows −C measured at every iteration.
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all resulted in similar final values of the cost function, with a mean of 
=̄ − .C 0 845.

Discussion
We have introduced photonics as a platform for simulating the vibra-
tional quantum dynamics of molecules within the harmonic, pertur-
batively anharmonic and Linblad models, with a photonic chip playing 
the part of a programmable molecule. Scaling up and extending these 
techniques to more involved Hamiltonians with highly anharmonic 
atomic potentials and electronic degrees of freedom, and to realize an 
advantage over classical simulation techniques36, presents important 
and interesting research directions.

Device errors that must be addressed include inevitable flaws in 
circuit fabrication and operation, photon distinguishability and pho-
ton loss. Although the precision that is required in the setting of any 
individual circuit parameter increases with dimension49, linear optical 
elements with extinction of more than 60 dB have been demonstrated29. 
Indistinguishability, or visibilities, between independent photons have 
been reported at 95% for on-chip sources32 and at more than 90% for 
time bins of a solid-state photon source34. Although ultralow-loss 
integrated circuitry has been demonstrated50, photon loss is a funda-
mental error in photonics; basic methods that alleviate some of this 
error would provide substantial improvements in rates for the class of 
experiments demonstrated here. The development of programmable 
nonlinear optics at the quantum level is a key functionality for quantum 
technologies and remains an important challenge for the field. With 
modest progress in these areas, our approach could yield an early class 
of practical quantum simulations that operate beyond current classical 
limits.

Data availability
The data shown in the plots and that support the findings of this study 
are available from the Research Data Repository of the University of 
Bristol at https://doi.org/10.5523/bris.2ymwd4m50qkt26mtrhpli3d1i.
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